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Using AI/ML calibration techniques on S2S-scale GCM outputs may be exciting, but it also presents a number of 

barriers to entry, such as: 

� Complex Data Pre-Processing: The diversity of configurations and formats across S2S forecast databases 

necessitates a high level of flexibility which no tool has yet achieved. 

� Incompatibility of Python ML Packages with Geospatial Data: Extracting data from climate data formats (NetCDF, 

Grib2) in order to use it with Python ML packages presents an additional preprocessing step. 

� Slow Algorithms: The complexity of many AI/ ML algorithms presents a problem since model training time and 

resources required can scale nonlinearly with data volume. 

� Limitations Of Traditional Tools: Traditional climate forecasting tools implement methods relying on Gaussian 

processes, but week 3-4 precipitation forecasts and other S2S target variables do not follow Gaussian distributions. 
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Why we need another tool?



XCast, is a Python based High-Performance Data Science Toolkit for Climate Forecasting
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What is XCast ?

Core component:

• Xarray to handle multi-dimensional data. 

• Estimators (Regression, Classification).

• Validation (Leave-N-Out Cross Validator). 

• Skill Metrics (Correlation, Skill Scores). 

• Pre and Post-Processing.

• Parallel processing using Dask.

Bridge the gap between Python's data science 
ecosystem and gridded climate data ecosystem

XCast

Python's 
data science 

Gridded 
climate data 



Advantage XCast tool over traditional 
tools(CPT,PyCPT etc.)

� Lots of Python package availed but no one can handle multi-dimensional for 
climate dataset.

� It is super easy to installed (one line command), no need any special computer 
and it works for Window, Mac and Linux/Unix system.

� Xcast parallelize the code, so it is much faster.

� It includes all the traditional methods in (MLR,PCR,CCA) and most advanced 
AI/ML methods (like ANN, Random Forest etc.)

� It read NetCDF/Grib2/Zar data where traditional tool needs “ASCII format”.

� It can also read any model outputs (NMME,C3S,S2S and SubX or your own).

� It is not just a “Jupyter notebook” rather it is a Python Package.
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History of XCast Development
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History of XCast Development



How XCast works?



How XCast works? 

https://www.frontiersin.org/articles/10.3389/fclim.2022.953262/full 

https://www.frontiersin.org/articles/10.3389/fclim.2022.953262/full


        XCast’s Menu Card

Pre-processor Deterministic
Forecasts

Probabilistic
Forecasts

Verification 
Metrics

Interpolation

Scaling

Dimensionality 
Reduction

One-Hot Encoding

Multiple Linear Regression

Principal Component Regression

Ridge Regression

Extreme Learning Machine (ELM)

Multi-Layer Perceptron

Random Forest

Canonical Correlation Analysis

Bias Corrected Ensemble Mean Counting Member

Extended Logistic Regression 

Multivariate Logistic Regression 

Probabilistic Output ELM 

Naïve Bayes 

Index of Agreement 

Nash-Sutcliffe Efficiency 

Kling-Gupta Efficiency 

Point-Biserial Correlation 

Brier Skill Score

Continuous RPSS

Generalized ROC

Ignorance Score

All traditional metrics

Many more

Many more

Many more

For more look at the Appendix C.1 in Hall and Acharya,2022

Extended Probabilistic 
Output ELM (EPO-ELM) 

Quantile Random Forest

Prob.Anomaly Correlation(PAC)



Parallelism
• XCast uses Dask Futures. 



Parallelism: Example for ELR

Dask multi-processing with XCast yields about a 3x speed up!
Dask one process

Dask multiprocessing



• XCast can run on Laptop, Work Station, Cluster, Cloud and GPU.
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Running Platform
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Installing XCast



Github Links

Developer

Users



Report issues
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Application: Experimental Hybrid prediction system for seasonal and 
monthly precipitation forecasts for the FEWS NET

https://psl.noaa.gov/forecasts/s2s_fewsnet/ 

EPO-ELM method used here.

https://psl.noaa.gov/forecasts/s2s_fewsnet/
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CPC’s International Desk’s Example
Courtesy: Endalkachew Bekele

https://ftp.cpc.ncep.noaa.gov/International/seasonal/EAfr/ https://ftp.cpc.ncep.noaa.gov/International/wk34/xcast/ 

https://ftp.cpc.ncep.noaa.gov/International/seasonal/EAfr/
https://ftp.cpc.ncep.noaa.gov/International/wk34/xcast/


Latest Google Analytics Report for the XCast webpage 
(March,2024)

XCast is used by many users all over the world.
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XCast Trainings

XCast training is part of WMO’s regional Climate Outlook Forums: SASCOF, ASEANCOF, 
GHACOF etc.
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XCast in S2S Newsletter

XCast will be feature in upcoming WMO guidance document 
for sub-seasonal forecasting.



Concluding Remarks

� XCast build objective forecasts using multiple dynamical model output 
predictors with enforcing AI/ML based calibration produces both 
deterministic and probabilistic forecasts after hindcast skill assessment for 
S2S scale.

� XCast, a user friendly tool, can run in laptop to cluster/cloud with parallel 
computing process.

� “It provides a platform for scientists to perform and compare several 
post-processing/calibration methods”- Endalkachew Bekele, NOAA-CPC



• Proper funding to develop and maintain XCast.

• Make a community of users and developers.

• conda to pip install for using in Google Colab and similar platforms.

Future Plans

Thank you!

Any Questions/future collaborations?
dr.nachiketaacharya@gmail.com/nachiketa.acharya@noaa.gov 


